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Abstract
There has been a lot of recent interest towards adapting au-
tomated planning techniques for the role of decision support
for human decision makers in the loop. A unique challenge
in such settings is the presence of multiple humans collab-
orating during the planning process which not only requires
algorithmic advances to handle issues such as diverging men-
tal models and the establishment of common ground, but also
the development of user interfaces that can facilitate the dis-
tributed decision making process among the human planners.
We posit that recent advances in augmented reality (AR) tech-
nology is uniquely positioned to serve this need. For example,
a mixed-reality workspace can be ideal for curating informa-
tion towards the particular needs (e.g. explanations) of the
individual decision makers. In this demonstration we present
MA-RADAR – a mixed-reality interface for collaborative de-
cision making with multiple humans in the loop.

In this demonstration, we extend the decision support sys-
tem RADAR (Sengupta et al. 2017) to handle multiple hu-
man decision makers (Kim and Shah 2017; Chakraborti et
al. 2017b) in the loop –
- We show how AR provides an effective medium of aug-

menting the shared GUI with private information (as stud-
ied in planning literature (Brafman and Domshlak 2008))
– thus the same plan will appear differently on the shared
GUI than in the mixed-reality view where the private ac-
tions will be coupled with the public plan; and

- We show how AR can reduce irrelevant information on
the screen by porting them into the mixed-reality view.
Such situations can occur, for example, when one user
asks for an explanation, which the others may not require
and thus should not appear on the shared GUI.

The Fire-Fighting Domain The fire fighting domain in-
volves extinguishing fire at a particular location. It requires
two commanders (henceforth referred to as Comm-I and
Comm-II) to come up with a plan or course of action (CoA)
which involves coordination with the police, medical and
transport authorities. Each commander might have a person-
alized model of this domain, which (1) may have certain ac-
tions that are private to them, i.e. unknown to the other com-
manders; and (2) incorrect ideas about the actual domain,
for example, an incorrect action definition (according to the
model of the decision support agent). A detailed description
of the domain is available in (Sengupta et al. 2017).
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Figure 1: Multiple commanders involved in the collaborative
planning process on the MA-RADAR interface.

Privacy Preserving Planning In (Brafman and Domsh-
lak 2008) authors explored multi-agent planning scenarios
where each agent has a different domain model with indi-
vidual actions that can have private preconditions and ef-
fects which are not accessible to other agents. Planning in
such scenarios becomes more complex because state-space
search techniques have to ensure that private state variables
of an agent are not exposed to other agents (Brafman 2015).

Here, we assume that apart from the main task of ex-
tinguishing the fire, each of the commanders have specific
tasks they need to achieve. Furthermore, only the comman-
der (in charge of a specific task) and MA-RADAR have the
knowledge of these private tasks. Comm-I is in charge of
handling the communication with the media, which is an
important aspect in the case of disaster response scenario,
Comm-II needs to take care of all communication and de-
ployment of medical help for rescued victims. The private
actions of the two commanders follow. When the comman-
ders ask MA-RADAR to suggest missing actions or complete
the plan in order to achieve the goal of extinguishing the
(big) fire, it communicates the private actions, but only to
the specific commander in charge of the private task.

Multi-Model Explanations The second demonstration
looks at plan explanations for model reconciliation intro-
duced in (Chakraborti et al. 2017a; Sreedharan, Chakraborti,
and Kambhampati 2018) – the aim of explanations of this
form is to provide updates to the user’s possibly faulty un-
derstanding of the planning problem to make sure that the
optimal plans in the planner’s model are also optimal in the



(a) Comm-I, who is responsible for communication with the media,
has a private action to contact media as visible only in his POV.

(b) Comm-II, who is in charge of communicating with the medical
units, has a private action to alert the medical chief in the area.

Figure 2: Mixed-reality capture illustrating how the public plan in the shared GUI can be overlayed with information on private
actions (private actions are in red; public actions are in green) (Brafman and Domshlak 2008) of individual decision makers.

(a) Comm-I, who is unaware of the procedure that a fire-chief needs
to be alerted first before deploying the fire engines, is provided this
explanation to justify the suggested (public part of the) plan.

(b) Comm-II, unaware that a fire-chief needs to be alerted before
deploying any kind of resources (fire engines or rescuers) from a fire
station, is provided both of these model updates as explanations.

Figure 3: Mixed-reality capture illustrating how the multi-model explanation generation algorithm (Sreedharan, Chakraborti,
and Kambhampati 2018) can be used to provide targeted explanations to each commander based on their models.

human’s. Thus the process of model reconciliation is crucial
in maintaining that the decision support agent is on the same
page as the human in the loop and thus the establishment
of common ground. From the point of view of the interface,
there still remains the matter of filtering out superfluous in-
formation (due to the single explanation or model update
being computed that suffice for all the models) as they are
being presented to the individual users.

Here, Comm-I is unaware that the precondition for alert-
ing the authority at a fire-station is missing for deploy-
ing (big) fire engines while Comm-II is unaware that fire-
stations need to be alerted in order to deploy fire engines or
rescuers. When the commanders ask MA-RADAR to suggest
a plan (or complete a plan) in order to achieve the goal of
extinguishing big fire, it will suggest a plan that has both the
actions of deploying big engines and rescuers. Since both
of these actions need to alert the authority at the fire station,

there will be two alert firechief actions which makes
the alerted firechief proposition (which is a precon-
dition of these two actions in the original domain) true. Al-
though both the commanders might ask for an explanation,
Comm-I just needs to be told about the missing precondi-
tion of the deploy big fire engine action, whereas
Comm-II also needs to be informed about the missing pre-
condition of the action deploy rescuers.

A full description of the system (Sengupta, Chakraborti,
and Kambhampati 2018) (presented at the ICAPS-2018
Workshop on User Interfaces and Scheduling and Planning)
is available online at http://rakaposhi.eas.asu.
edu/ma_radar.pdf.
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